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Planning documentation
Risk analysis and scenarios
This document details the actions we shall take to reduce the exposure to risk during the development of our project.  This is accompanied by a collection of possible scenarios to demonstrate the procedures we would carry out in the event of a specific disaster.
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Introduction

This document details our actions taken to reduce the exposure to risk during the development of our project.  This is accompanied by a collection of possible scenarios to demonstrate the procedures we would carry out in the event of a specific disaster.

Precautionary measures

Code revisions

To assist in the group working process, and also to provide resilience and backtracking through people’s changes to code, we have implemented the use of a CVS repository.

This repository is located on raptor.ukc.ac.uk and mirrored on killigrew.ukc.ac.uk.  This allows us to be able to take development risks if the need arises, as we will always be able to roll back to a working revision.

Code backup

The machine raptor.ukc.ac.uk is backed up by the CS sysadmins, and however perfectly they do their job, we feel it is unwise to rely on this.  You never know when the whole lab is going to fall into a railway tunnel, for example.  As an extra precaution, the entire project filespace, including the CVS repository is backed up to killigrew.ukc.ac.uk overnight, which is located in a separate building (the library).

A backup is also made to plato.ukc.ac.uk, which is subsequently backed up by the Computing Service, hence resulting in backups existing on three machines and two separately located backups.  We thus felt very safe with regard to risk of code loss.

Backup strategy

In order to prevent the loss of good backups, a backup strategy was put in place.  This created daily, weekly and monthly backups on a strict rotation.  This allows us to retrieve code after a long period if necessary.

Joint collaboration

Project development may be severely hampered if we rely on individual efforts.  Thus, we shall try to ensure throughout that at least two people work on any one aspect of the project.  This will also increase the amount of dedicated technical knowledge directed towards each aspect of work.

Regular meetings and planning

To ensure that progress is as intended, we shall periodically review our plan in regular meetings.  If we are behind our planned schedule, then we shall become alert to this fact and take necessary action to regain progress.  This could involve rethinking our approach to a certain aspect of the project, or simply devoting more time to it until we are up to speed.

Specific Scenarios

Serious illness or death

A member of the group is taken seriously ill or dies during a crucial stage in the development of our project.

In the latter case, it may be necessary to ensure the mental wellbeing of the remaining group members.  If this is not the case, we would fall back on our precautionary measure of ensuring that at least two members had knowledge of each aspect of the project.  It should thus be possible for us to continue without having to expend too much effort catching up with the work of the missing group member.  In keeping with the precautionary measure, if time permits, we may try to ensure that another group member starts to become involved in the affected work.

Building fire

The Computing Laboratory is consumed by fire, leaving raptor.ukc.ac.uk and many other machines unusable.

In this event, we would be safe in the knowledge that our work is backed up to other safe locations.  Work may be able to continue as normal, using killigrew.uk.ac.uk as an alternative work machine, as this is located in the library.  However, we feel that it would be reasonable to expect some form of consideration from the department and the rest of our actions would be based on how reasonable this is.

System failure

The machine raptor.ukc.ac.uk fails and becomes unusable for an (at the time) unknown amount of time.

In this event, we would have to fall back on the latest CVS repository backup in order to continue development.  This backup would be less than one hour old.  Without knowing how long raptor will be out of action, we could continue working on killigrew.ukc.ac.uk until raptor is fixed.  Each group member would have to ensure that any lost changes have been reflected on the new work machine.  This would certainly be a worthwhile action plan if raptor were to be unavailable for more than 2 days.

Major coding problems

During development of the project, it is noticed that a crucial part of the system is not functioning as it should.  The cause of the problem is not apparent.

If such an event were to occur, we would carefully review the code that could be causing the problem.  This would bring in the efforts of group members who are not directly involved with the said code.  If this does not highlight any issues, then we would look further afield, perhaps asking for specialist help as necessary.

Postanalysis – Problems actually encountered

Memory leaks

Very late in the development of the server, it became apparent that we had suddenly introduced a memory leak into the server.  This caused the JVM to crash within a matter of hours.

After fruitless attempts at finding the problem ourselves, Ian Utting suggested some heap profilers that we could use.  We investigated these, and while they gave interesting output, they made it extremely difficult to work out where our memory leak was from the post mortem of the heap when the server ran out of memory.  One curious aspect that we noticed, however, was that the results often pointed to different components in the server as being the culprit.

We eventually found a real-time profiler called “Optimize It!” (http://www.optimizeit.com).  This, combined with the profiling features of Java (JDK1.3) allowed us to view real-time statistics from the heap, such as the number of instances each object, the memory allocated to it and so on.

After we had fixed the more obvious problems, the server did appear to be functioning properly, without running away with memory.  The Optimise It! software itself did cause the server to take up huge amounts of CPU resources, which caused parts of the server to bottleneck, but the tool was still very useful in that we were able to view normal memory usage, which after a while would suddenly climb until the server crashed.  This led us to suspect that we were dealing with an issue involving deadlock, as the time taken for the server to crash did vary.

The cause of the deadlock was eventually traced to the Queue mechanism that we had put in place on many parts of the server.  Simply making a few minor changes to the code in the Queue class fixed our memory leak and deadlock problems.

CVS repository deletions

Manual editing of the CVS repository was strongly discouraged due to the dangers involved, but it was often easier to remove entire directories using manual editing.  One member of our group accidentally deleted the wrong directory from the actual CVS repository on one occasion.  Our backup strategy meant that we were able to fix this problem by replacing the missing directory with one that had been backed up to another machine (in this case, killigrew.ukc.ac.uk).  On this occasion, the backup was only 30 minutes old.

Database redesign

Our original database design (as described in a separate document) proved to be too costly to insert to once we had put about two million rows into it.  This necessitated a redesign of the database and slight changes to be made to the server.  The new design then provided acceptable performance at a much higher capacity.  Before implementing the original design, we were aware that performance could be an issue, but we also knew that it would not take too long to change the implementation, so we were quite willing to see if it paid off or not.
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